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Two-Step Quantization in MultibiY Modulators

Saska Lindfors and Kari A. I. Halonen

Abstract—An architecture to simplify the circuit implementa-
tion of the internal analog-to-digital (A/D) converter in a A mod-
ulator is proposed. The architecture is based on dividing the A/D
conversion into two time steps, which makes the internal quantiza-
tion feasible with much higher resolution than with conventional
solutions. Furthermore, the time steps are interleaved so that the
resolution improvement is achieved without sacrificing the speed.
It is shown, with a linearized model, that the order of the noise Fig. 1. AAY modulator with multibit internal quantization.
shaping is increased by one with respect to the coarse quantization
error made during the first step.

For a high oversampling ratio, the coarse quantization error
:j“uaédt% I{;]éhgnfgf)trcsi;el’ph;sheearsrlllgi Ssé’gﬁf;i‘;dsz sgn'giﬂgr(‘)'mﬁgtgzn?l the circuit very fast or getting mixed with potentially unstable
tioning of the bits between the conversion steps, the coarse error SyStemS' Furthermore, the stab|I|ty problems assomated_vynh
will dominate below a certain oversamping ratio. However, it is Nigher ordeAX modulators are alleviated by the use of multibit
shown that the technique can be extended to more than one order quantization [4]. This is because the loop gain then remains con-

higher noise shaping, making it useful for low oversampling ratios  stant independent of the signal, assuming that the quantizer is

as well. not overloaded during the operation.
Index Terms—Analog—digital conversion, integrated circuits, Low power consumption is important in all mobile elec-
quantization, sigma—delta modulation. tronics, but due to the limited battery size, cellular phones

place particularly stringent demands on the circuit design. In
A3 modulators, the power consumption is typically dominated
o ) . by the first integrator, which has to settle very accurately. The
O NE-BIT quantization has dominated iv3> modulators feedpack signal, being high-pass shaped, contains most of its
due to its inherent linearity. The linearity of the interna{)o\,\,er around the Nyquist frequency, which results in tough
digital-to-analog converter (DAC) is particularly important begjew-rate requirements on the amplifier. Multibit quantization
cause the overall performance of theé: modulator cannot be rg|axes the maximum current needed to integrate the feedback
better than that. If the D/A conversion utilizes only two |eVe|-°signaI, because the height of an individual step is smaller.
there cannot be any mismatch between the quantization stessuming that the amplifiers are operating in class A, which is
and the conversion is inherently linear [1]. The circuit impletypically the case, the power consumption is directly reduced.
mentation also becomes very simple. The internal analog-{9owever, the power consumption of the other integrators may
digital (A/D) converter can be implemented with a single comsyen pe higher than with 1-bit quantization because of scaling
parator, and the D/A converter consists of a reference voltaggficulties and the extra load presented by the ADC [5].
a capacitor, and a couple of switches. The main drawback ofy1ost of the reported multibiny modulators have used a
using such a low resolution is the high quantization noise poweloderately low number of bits in the internal quantization, al-
generated. The signal has to be heavily oversampled in ordefdigugh increasing the bits would have a direct impact on the
sufficiently suppress the quantization noise over the signal baggerall dynamic range. The resolution is typically from 3 to 5
The noise shaping can also be made more efficient by increasyig . There are two implementation-specific reasons to this.
the order of the loop filter. Unfortunately, this potentially leads First, the existing DEM techniques can only be applied to
to problems with stability. DACs with unweighted circuit elements. This means that the
Despite the undisputable benefits that 1-bit quantization ¢{ymber of DAC elements and the complexity of the DEM cir-
fers, the use of multibit (Fig. 1) quantization has recently gainegitry increases exponentially with the number of bits. Most of
widespread interest, due to the introduction of efficient dynamjge dynamic element matching is done by digital circuits, which
element matching (DEM) techniques [2], [3]. The basic pringre very small with the state-of-the-art silicon technologies, but
ciple of these techniques is to average out the mismatch in i@ analog switching can nonetheless be complex if the number
DAC by alternating the elements that are used for the convgg-pits is large.
sion. The use of multibit quantization is desirable because theanginer important factor is that the A/D conversion has
signal-to-noise ratio (SNR) can be improved without clocking, e performed during a single clock cycle. The conversion
result has to be available to the feedback DAC well before
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is simultaneously compared with?2- 1 reference voltages N o .
in order to decide the quantization level. Unfortunately, this
|
|
|
+
+

means that 2— 1 comparators are needed to perform the ViNeT]

conversion (Fig. 2). Clearly, the power consumption and the

area requirement of such an ADC prohibit a large number of

bits. The performance of the internal ADC can be very re- B
——0uT

laxed in aAY modulator, because any nonlinearity is divided
by the gain of the preceeding integrators. Consequently, the

comparators can be much smaller and less power consuming N VizoH

1 Comparators

2

than they would be in a stand-alone flash design. However,
the last integrator in the loop filter has to be able to drive at a |
high clock rate the input capacitance of the flash, which can
be significant. The power consumption of the last integrator
can easily dominate the overall consumption if the number
of bits is large. As a comparison, in a 1-k% modulator, F9-2 A flash-type A/D converter.
the last integrators can be scaled much smaller than the first,
and they consume only marginal power.

An arbitrarily high effective resolution can, in principle, be
achieved by cascading th&> modulator with anotherAX
modulator or an ADC [6]. However, the reduction of quantiza-
tion noise relies on matching the unprecise analog loop filter
of the AX. modulator with a digital filter in the postprocessing.
This is typically difficult to achieve and requires a large

resolution in theAY modulator feedback loop to suppress the

power of the quantization noise Ieakage Fig. 3. A multibit AY modulator with the proposed two-step quantization
’ architecture.

Thermometer to binary decoder

Vi o—

II. TWO-STEP QUANTIZATION 0 .

The AX modulation, as a technique, relies on oversampling ot
which means that all operations, like integration, A/D-, ant
D/A-conversion, have to be performed within roughly the sam
time. If any operation takes significantly longer than the other:
it will limit the speed, and consequently the dynamic range.

ADCs with moderate resolution are never implemented wit2_ygp
the flash architecture, because the requirements would beco%_m_
excessive. Different A/D architectures, like pipeline or succe:E
sive approximation, attack this problem by dividing the conver=-1401
sion to two or more time steps. However, this adds latency - -1s0}
the signal, which cannot be tolerated inside the feedback lot
of the A3 modulator, as was pointed out in the last section.

ower [dB)]
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A. The Proposed Architecture Frequency [FiN]

The internal A/D conversion of a multibisY modulator can Fig. 4. The simulated spectrums for a second-ordErmodulator with 4-bit
be divided into two (or more) time steps if the low-resolutioffUantization and 4 4 bit two-step quantization.
conversion result from the first step is fed back immediately. The
incomplete A/D conversion is finalized by feeding back, duringqual full-scale input voltages. The two ADC stages operate in
the next time step, a full-resolution corrective term representitigne-interleaved fashion so that the latter is always processing
the quantization error that remained in the coarse conversitie loop filter output from the previous time step. The outputs
result. from the two stages are added digitally, resulting in a feedback
In practice, a flash converter witlf -bits resolution performs word of M + N bits. The complexities of the ADC stages are,
the first coarse conversion (AQGN Fig. 3). The output of however, proportional only td/ and V.
the loop filter U is sampled by an MDAC at the same time For example, an 8-bit flash ADC requires 255 comparators.
the ADC, is triggered (an MDAC implements the D/A conver-The same resolution can be achieved with a total of only 30 com-
sion and subtraction in Fig. 3). Then the difference between tharators (15+ 15), which is clearly much more feasible than
coarse conversion result and the sampled loop filter output255, if the 8-bit word is divided to two 4-bit subconversions.
is amplified by the MDAC, and the error is A/D converted byA second-ordeAY: modulator with 4-bit internal quantization
an N-bit flash converter ADG. The necessary error amplifi- was simulated with MATLAB. The output code was fast Fourier
cation depends on the input scales of the ADCs beigf@ transformed, and the result is shown in Fig. 4 as the upper curve.
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Fig. 5. The signal flow graph of the proposed architecture. § _gol
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The calculated SNR ratio was 91.3 dB witf6 dBr input am- g
pltiude and oversampling ratio of 64. The simulation result 08 ~'2°[

the proposed architecture with4 4-bit quantization is also  _y4o}
plotted in Fig. 4. It can be seen from the figure that the quantizi
tion noise floor is reduced at lower frequencies. The calculate
SNR with the same parameters was 116.2 dB, which is 24.9 ¢ ~180 e i
; . .001 0.01 0.1 1
lower, as could be expected with four extra Bits. Frequency [f/N]
At higher frequencies, the noise floor of the two-step quan- _ _ o o _
tization rises more steeply. Finally, close to the Nyquist fr(%:—'g- 6. The simulated spectrum with-co bits in the quantization showing
. : he third-order shaped coarse quantization error.
quency, it exceeds the noise floor of the lower resolutign

modulator. This effect will be investigated more fully in the fol-

lowing sections. whereX (z) is the input signal andf (z) is the loop filter. From
(3), we may note that there are two different noise transfer func-
B. The Noise Transfer Functions tions (NTFs), and that that of the coarse error is one degree

. . __higher than the loop filter due to the extra differentiation. In
Let us study a Ilnganzed model of th? pr_oposed arCh'teﬁfactice, this means that the coarse error is not completely can-
ture, where'the qEJa”“ZerS AD@n,d ADG n Fig. 3 are mod- celed, but it is just shaped more aggressively. If the final quanti-
eled as white noise sources. This model is valid if the quapsi resolution/ + N is much higher than the resolutiod

tization error is evenly distributed and does not correlate Wig} the first ADC stage, the coarse A/D conversion will limit the
the signal, which is a much more reasonable assumption Wriggolution ’

multibit quantization that with 1-bit quantization. The coarse

AT ! X i The coarse error can be seen from Fig. 6, which shows the re-
quantization is modeled as a white noise soufgez) having a

sulting spectrum when the resolution of the fine quantization is

power of taken to infinity. As expected, the slope is 60 dB/decade. Com-
g—2M paring the SNR, which is 123.4 dB for an oversampling ratio
2= 5 V2, (1) (OSR) of 64 with the 4+ 4-bit case, it can be seen that the fine

quantization error dominates for this OSR, but the coarse error
where it was assumed that the quantizer input range is frg¥@wer is only 7 dB lower.
—Vier/2 t0 +V,er/2. The quantization error is added to the Atlow oversampling ratios, the coarse quantization error will
output of the loop filterUU in Fig. 5 and fed to the secondtake over due to the higher order of its shaping function. The
quantizer, which is modeled as another additive white noig@ise contribution of the coarse quantization error will dominate
source E4(z). The quantization step of ADCis given by at frequencies where
A./2Y, and consequently, the power of the fine quantization

error E(z) is found to be INTF.(z)[cc > [NTFz(2)ley. 4)
) 9—2(M+N) ) @) From (3), the coarse error transfer function is given by
Cr = ——5  Vref
12 NTF.(2) = (1 — 2 1)NTF(2). )

In Fig. 3, the coarse error is formed by D/A converting the digital .

output of ADG, and subtracting it from the loop filter output. Combining (4) and (5), we get

The coarse error is quantized by AR@uring the next time . ef

step, which is reflected by the delay in Fig. 5. In Fig. 3, the [1—z""]> o (6)
output from ADG is divided by 2/ and subtracted from the ‘

ADC; output to give the feedback woid(z). The division is Assuming that the frequency range of interest is much lower
not shown in Fig. 5 because it is already included in the powian the Nyquist frequencfiv, we may approximate (6) by

of the fine quantization errak (=) of (2).

Let us write the output signaf(z) from Fig. 5 7 ff N @
N Ce
1
Y(z) = _H(z) X(2)+ (1 =27 Ee(2) + Ey(2) (3) Combining (1), (2), and (7), we get the crossover oversampling
14 H(z) 1+ H(z) ratio below, which the coarse error dominates

1The one extra decibel is attributed to the random nature akffienodulator, ~
which may result in small variation of the results. OSR> w2". (8)
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In the case of 4+ 4-bit quantization, (8) gives 50.2 as the ' ' '

crossover oversampling ratio. 120} .
The OSR can be traded for the implementation complexit

by moving some bits to the coarse quantization step. The diffea115

ence in the transfer function slopes is 6 dB/octave, which meai211or 1

that for each additional bit, the crossover OSR is halved. If th &

bits are added to the coarse quantization, so that the overall r¢2 1 N o
olution is increased, the crossover OSR remains unaltered. g 100} NF\\,/\/ '”\’\\/P AN

g 95 A /// \\Il v
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The feedback loop is stabilized by the fact that most of thi |
signal power is fed back without latency and only a small cor 85} ,
rective term with an extra delay. The stability of the feedbacl . . . .
loop depends on the poles of the signal transfer function ar  © 02 s 06 08 1

. . . . gnal frequency [f/fN]
NTFs, which vary as a function of the quantizer gain [7]. Let us
define the quantizer gain as a function between the analog inpigt 7. Simulated SNR as a function of signal frequency (selidBr input,
u of the ADC and its digital outpug dashed 0 dBr input).
_ y(k) e(k)

B = aw ©

wheree(k) is the quantization error. InAY. modulator, the in-
stability occurs, when the quantizer gain gets too low [8]. Nor-
mally, with a multibit quantizer, the gain remains bounded above
1+¢/ymax, aSsuming that the quantizer does not saturate. The &

fine ql.'lantlza.tlon er_ror gives only some extra uncertainty to trI]-'le . 8. The signal flow graph of the proposed architecture with a 4-tap coarse
guantizer gain, which may, as a worst case, double the varéqagor shaping finite impulse response.

tion. If the loop filter is designed so that there is margin for this

extra variation, the resultings>> modulator will be stable. A o4 irement. Furthermore, if the zero is much below the signal
second-ordenX: modulator with the proposed two-step quangangwidth, the fine quantization close to the upper edge of the
tization was simulated for input signal frequencies ranging frogi’gnal will dominate and small leakage of coarse quantization
2% of the Nyquist frequency up to 99%. The same simulatiQf}yor ot Jower frequencies is of no consequence. For the 4.4%

was performed for a signal amplitude of 6 dB below the refﬁismatch, the zero is at 0.0184, which corresponds to an
erence (Fig. 7, solid line) and with a signal amplitude equal t§gR of 75.

the reference (dashed). No indication of instable operation due

to the third-order shaping for the coarse quantization error wgs Higher Order Coarse Error Shaping
found, as can be noted from the reasonably flat SNR curves i
Fig. 7.
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"When a full conversion of a sample at the input of the internal
guantization has been performed, the information of the coarse
D. Matching error can be used at a later time to further improve its shaping.

_ ) ~Using one extra sample, we get a three-tap finite impulse re-
The fact that there are two different A/D conversions, whic§phonse (FIR) filter, which increases the order of the coarse error

are by nature nonprecise operations, gives rise to some erfnsfer function NTE(z) by two instead of one. Although this
The simplest way to model this is to assume that the gain of ti@rks beautifully at a transfer function level, the noise accumu-
fine quantization deviates from unity by a small gain eof.  |ation due to 24-dB gain at the Nyquist frequency tends to sat-
The coarse error transfer function is then given by urate the feedback loop, rendering it useless. This problem can
_1 be solved by adding two taps to the coarse error-shaping FIR in-
1-(1+AA)z . o
i . (10) stead of one (Fig. 8). Then two transmission zeros can be placed
1+ H(z) at low frequencies to improve the SNR over the signal band and

The extra transmission zero in the coarse error transfer funct@e Zero to the Nyquist frequency to prevent the out-of-band
is shifted away from dc, limiting the attenuation at frequencigi/antization noise from saturating the loop.

below zero. If we require that the coarse error be suppreksed The extra branches in the coarse error-shaping FIR can be
decibels below the fine quantization error, the maximum gaiffplemented entirely in the digital domain by storing output

NTF.(z) =

error is then given by words from ADG to a shift register and calculating weighted
sums, according to the FIR tap coefficients. This requires digital
AA < 10~ [V-6-02 dB+x]/20 (11) multiplication operations, which increase the circuit complexity.

However, the multiplications are all fixed, so that canonic signed
For the case of 4+ 4-bit quantization and 3-dB margin, thedigita arithmetics may be utilized to eliminate the need for real
gain error must be less than 4.4%, which is not a very touglgital multipliers.
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Fig. 9. The noise power density with 4-tap coarse error shaping FIR§2945,—0.945, 1). The solid line represents the coarse error transfer function.

The output spectrum of A% modulator with 4+ 4-bit quan- Ill. CONCLUSIONS
tization and a 4-tap coarse error shaping FIR is plotted in Fig. 9
The integrated noise power is 75.8 dB below-6&-dBr signal
for an oversampling ratio of 12. The benefit of a higher ord

The internal resolution of the\> modulators has been
limited by the exponential cost function associated with

e number of bits. The proposed architecture enables the

!'loise transfer function diminishes at low oversampling raticFgalization of moderate-resolution internal A/D converters
if all the zeros are placed at dc. Therefore, the low-frequen ih power consumption and area that would otherwise be
zero pair is optimized so that the noise power density due to t Fohibitively high

coarse error is more T"’%‘ over t_h_e 5|gna_l _band. The n_otch PTO"The one order higher shaping of the coarse quantization error
duced by this zero pair is not visible as it is flooded with noisg

from the fine quantization uppresses it signiﬂean.tly atlow frequencies, but attention must
Unfortunately, the fine e}rortransferfunction Ni) isalso pe paid tq the partitioning of the bIFS betv_ve_en the coarse and
hanoed i m t shar t of th me FIR V\;ith th fine quant|zat|or? and the oversampling ratio in ordert_o prevent
changed, as ustshare a part ot the same € CORE one order higher shaped coarse error from dominating the
error. L_etus rewrite the nmsetransferfunctlon fah® modu- dynamic range. The order of the coarse error shaping can be
lator with a general coarse error-shaping HIR) further increased by using more taps in the coarse error-shaping
FIR. This extends the usefulness of the proposed technique to
Y(z) = L(=) () 1-L(z) Ej). (1) lowoversampling ratios.
1+H(z)  ° 1+ H(z) The realization of the internal DAC has basically the same
problem of being exponentially more expensive as the number
In order to minimize the coarse error powE(z), it is desir- of pits is increased. This problem still has to be addressed
able to desigrL(z) to have large attenuation over the frequencyomehow. However, most of the signal processing of DEM
range of interest. Assuming tha(z) < 1, it follows that the aigorithms is in the digital domain, and the analog unit elements
fine error transfer function is not changed much and that it is agf the DAC are basically single components (capacitors or MOS

proximately equal to (3). As an example, the numerar)  transistors), which makes them smaller than the comparators
of the fine error transfer function becomes in the ADC.

N(z) = 271(0.945 + 0.94527 — 272) (13) REFERENCES
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