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Two-Step Quantization in Multibit�� Modulators
Saska Lindfors and Kari A. I. Halonen

Abstract—An architecture to simplify the circuit implementa-
tion of the internal analog-to-digital (A/D) converter in a��mod-
ulator is proposed. The architecture is based on dividing the A/D
conversion into two time steps, which makes the internal quantiza-
tion feasible with much higher resolution than with conventional
solutions. Furthermore, the time steps are interleaved so that the
resolution improvement is achieved without sacrificing the speed.
It is shown, with a linearized model, that the order of the noise
shaping is increased by one with respect to the coarse quantization
error made during the first step.

For a high oversampling ratio, the coarse quantization error
made in the first step is easily suppressed to an insignificant level
due to the one order higher noise shaping. Depending on the parti-
tioning of the bits between the conversion steps, the coarse error
will dominate below a certain oversamping ratio. However, it is
shown that the technique can be extended to more than one order
higher noise shaping, making it useful for low oversampling ratios
as well.

Index Terms—Analog–digital conversion, integrated circuits,
quantization, sigma–delta modulation.

I. INTRODUCTION

ONE-BIT quantization has dominated in modulators
due to its inherent linearity. The linearity of the internal

digital-to-analog converter (DAC) is particularly important be-
cause the overall performance of the modulator cannot be
better than that. If the D/A conversion utilizes only two levels,
there cannot be any mismatch between the quantization steps,
and the conversion is inherently linear [1]. The circuit imple-
mentation also becomes very simple. The internal analog-to-
digital (A/D) converter can be implemented with a single com-
parator, and the D/A converter consists of a reference voltage,
a capacitor, and a couple of switches. The main drawback of
using such a low resolution is the high quantization noise power
generated. The signal has to be heavily oversampled in order to
sufficiently suppress the quantization noise over the signal band.
The noise shaping can also be made more efficient by increasing
the order of the loop filter. Unfortunately, this potentially leads
to problems with stability.

Despite the undisputable benefits that 1-bit quantization of-
fers, the use of multibit (Fig. 1) quantization has recently gained
widespread interest, due to the introduction of efficient dynamic
element matching (DEM) techniques [2], [3]. The basic prin-
ciple of these techniques is to average out the mismatch in the
DAC by alternating the elements that are used for the conver-
sion. The use of multibit quantization is desirable because the
signal-to-noise ratio (SNR) can be improved without clocking
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Fig. 1. A�� modulator with multibit internal quantization.

the circuit very fast or getting mixed with potentially unstable
systems. Furthermore, the stability problems associated with
higher order modulators are alleviated by the use of multibit
quantization [4]. This is because the loop gain then remains con-
stant independent of the signal, assuming that the quantizer is
not overloaded during the operation.

Low power consumption is important in all mobile elec-
tronics, but due to the limited battery size, cellular phones
place particularly stringent demands on the circuit design. In

modulators, the power consumption is typically dominated
by the first integrator, which has to settle very accurately. The
feedback signal, being high-pass shaped, contains most of its
power around the Nyquist frequency, which results in tough
slew-rate requirements on the amplifier. Multibit quantization
relaxes the maximum current needed to integrate the feedback
signal, because the height of an individual step is smaller.
Assuming that the amplifiers are operating in class A, which is
typically the case, the power consumption is directly reduced.
However, the power consumption of the other integrators may
even be higher than with 1-bit quantization because of scaling
difficulties and the extra load presented by the ADC [5].

Most of the reported multibit modulators have used a
moderately low number of bits in the internal quantization, al-
though increasing the bits would have a direct impact on the
overall dynamic range. The resolution is typically from 3 to 5
bits . There are two implementation-specific reasons to this.

First, the existing DEM techniques can only be applied to
DACs with unweighted circuit elements. This means that the
number of DAC elements and the complexity of the DEM cir-
cuitry increases exponentially with the number of bits. Most of
the dynamic element matching is done by digital circuits, which
are very small with the state-of-the-art silicon technologies, but
the analog switching can nonetheless be complex if the number
of bits is large.

Another important factor is that the A/D conversion has
to be performed during a single clock cycle. The conversion
result has to be available to the feedback DAC well before
the next integration phase, or the loop will be unstable. This
leaves the flash architecture as the only option for the in-
ternal A/D converter. Flash converters use a brute-force ap-
proach to A/D conversion, which means that the input signal
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is simultaneously compared with 2 1 reference voltages
in order to decide the quantization level. Unfortunately, this
means that 2 1 comparators are needed to perform the
conversion (Fig. 2). Clearly, the power consumption and the
area requirement of such an ADC prohibit a large number of
bits. The performance of the internal ADC can be very re-
laxed in a modulator, because any nonlinearity is divided
by the gain of the preceeding integrators. Consequently, the
comparators can be much smaller and less power consuming
than they would be in a stand-alone flash design. However,
the last integrator in the loop filter has to be able to drive at a
high clock rate the input capacitance of the flash, which can
be significant. The power consumption of the last integrator
can easily dominate the overall consumption if the number
of bits is large. As a comparison, in a 1-bit modulator,
the last integrators can be scaled much smaller than the first,
and they consume only marginal power.

An arbitrarily high effective resolution can, in principle, be
achieved by cascading the modulator with another
modulator or an ADC [6]. However, the reduction of quantiza-
tion noise relies on matching the unprecise analog loop filter
of the modulator with a digital filter in the postprocessing.
This is typically difficult to achieve and requires a large
resolution in the modulator feedback loop to suppress the
power of the quantization noise leakage.

II. TWO-STEP QUANTIZATION

The modulation, as a technique, relies on oversampling,
which means that all operations, like integration, A/D-, and
D/A-conversion, have to be performed within roughly the same
time. If any operation takes significantly longer than the others,
it will limit the speed, and consequently the dynamic range.

ADCs with moderate resolution are never implemented with
the flash architecture, because the requirements would become
excessive. Different A/D architectures, like pipeline or succes-
sive approximation, attack this problem by dividing the conver-
sion to two or more time steps. However, this adds latency to
the signal, which cannot be tolerated inside the feedback loop
of the modulator, as was pointed out in the last section.

A. The Proposed Architecture

The internal A/D conversion of a multibit modulator can
be divided into two (or more) time steps if the low-resolution
conversion result from the first step is fed back immediately. The
incomplete A/D conversion is finalized by feeding back, during
the next time step, a full-resolution corrective term representing
the quantization error that remained in the coarse conversion
result.

In practice, a flash converter with -bits resolution performs
the first coarse conversion (ADCin Fig. 3). The output of
the loop filter is sampled by an MDAC at the same time
the ADC is triggered (an MDAC implements the D/A conver-
sion and subtraction in Fig. 3). Then the difference between the
coarse conversion result and the sampled loop filter output
is amplified by the MDAC, and the error is A/D converted by
an -bit flash converter ADC. The necessary error amplifi-
cation depends on the input scales of the ADCs being 2for

Fig. 2. A flash-type A/D converter.

Fig. 3. A multibit �� modulator with the proposed two-step quantization
architecture.

Fig. 4. The simulated spectrums for a second-order�� modulator with 4-bit
quantization and 4+ 4 bit two-step quantization.

equal full-scale input voltages. The two ADC stages operate in
time-interleaved fashion so that the latter is always processing
the loop filter output from the previous time step. The outputs
from the two stages are added digitally, resulting in a feedback
word of bits. The complexities of the ADC stages are,
however, proportional only to and .

For example, an 8-bit flash ADC requires 255 comparators.
The same resolution can be achieved with a total of only 30 com-
parators (15 15), which is clearly much more feasible than
255, if the 8-bit word is divided to two 4-bit subconversions.
A second-order modulator with 4-bit internal quantization
was simulated with MATLAB. The output code was fast Fourier
transformed, and the result is shown in Fig. 4 as the upper curve.
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Fig. 5. The signal flow graph of the proposed architecture.

The calculated SNR ratio was 91.3 dB with6 dBr input am-
pltiude and oversampling ratio of 64. The simulation result of
the proposed architecture with 4 4-bit quantization is also
plotted in Fig. 4. It can be seen from the figure that the quantiza-
tion noise floor is reduced at lower frequencies. The calculated
SNR with the same parameters was 116.2 dB, which is 24.9 dB
lower, as could be expected with four extra bits.1

At higher frequencies, the noise floor of the two-step quan-
tization rises more steeply. Finally, close to the Nyquist fre-
quency, it exceeds the noise floor of the lower resolution
modulator. This effect will be investigated more fully in the fol-
lowing sections.

B. The Noise Transfer Functions

Let us study a linearized model of the proposed architec-
ture, where the quantizers ADCand ADC in Fig. 3 are mod-
eled as white noise sources. This model is valid if the quan-
tization error is evenly distributed and does not correlate with
the signal, which is a much more reasonable assumption with
multibit quantization that with 1-bit quantization. The coarse
quantization is modeled as a white noise source having a
power of

(1)

where it was assumed that the quantizer input range is from
2 to 2. The quantization error is added to the

output of the loop filter in Fig. 5 and fed to the second
quantizer, which is modeled as another additive white noise
source . The quantization step of ADCis given by

, and consequently, the power of the fine quantization
error is found to be

(2)

In Fig. 3, the coarse error is formed by D/A converting the digital
output of ADC and subtracting it from the loop filter output.
The coarse error is quantized by ADCduring the next time
step, which is reflected by the delay in Fig. 5. In Fig. 3, the
output from ADC is divided by 2 and subtracted from the
ADC output to give the feedback word . The division is
not shown in Fig. 5 because it is already included in the power
of the fine quantization error of (2).

Let us write the output signal from Fig. 5

(3)

1The one extra decibel is attributed to the random nature of the��modulator,
which may result in small variation of the results.

Fig. 6. The simulated spectrum with 4+1 bits in the quantization showing
the third-order shaped coarse quantization error.

where is the input signal and is the loop filter. From
(3), we may note that there are two different noise transfer func-
tions (NTFs), and that that of the coarse error is one degree
higher than the loop filter due to the extra differentiation. In
practice, this means that the coarse error is not completely can-
celed, but it is just shaped more aggressively. If the final quanti-
zation resolution is much higher than the resolution
of the first ADC stage, the coarse A/D conversion will limit the
resolution.

The coarse error can be seen from Fig. 6, which shows the re-
sulting spectrum when the resolution of the fine quantization is
taken to infinity. As expected, the slope is 60 dB/decade. Com-
paring the SNR, which is 123.4 dB for an oversampling ratio
(OSR) of 64 with the 4 4-bit case, it can be seen that the fine
quantization error dominates for this OSR, but the coarse error
power is only 7 dB lower.

At low oversampling ratios, the coarse quantization error will
take over due to the higher order of its shaping function. The
noise contribution of the coarse quantization error will dominate
at frequencies where

NTF NTF (4)

From (3), the coarse error transfer function is given by

NTF NTF (5)

Combining (4) and (5), we get

(6)

Assuming that the frequency range of interest is much lower
than the Nyquist frequency , we may approximate (6) by

(7)

Combining (1), (2), and (7), we get the crossover oversampling
ratio below, which the coarse error dominates

OSR (8)
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In the case of 4 4-bit quantization, (8) gives 50.2 as the
crossover oversampling ratio.

The OSR can be traded for the implementation complexity
by moving some bits to the coarse quantization step. The differ-
ence in the transfer function slopes is 6 dB/octave, which means
that for each additional bit, the crossover OSR is halved. If the
bits are added to the coarse quantization, so that the overall res-
olution is increased, the crossover OSR remains unaltered.

C. Stability

The feedback loop is stabilized by the fact that most of the
signal power is fed back without latency and only a small cor-
rective term with an extra delay. The stability of the feedback
loop depends on the poles of the signal transfer function and
NTFs, which vary as a function of the quantizer gain [7]. Let us
define the quantizer gain as a function between the analog input

of the ADC and its digital output

(9)

where is the quantization error. In a modulator, the in-
stability occurs, when the quantizer gain gets too low [8]. Nor-
mally, with a multibit quantizer, the gain remains bounded above
1 , assuming that the quantizer does not saturate. The
fine quantization error gives only some extra uncertainty to the
quantizer gain, which may, as a worst case, double the varia-
tion. If the loop filter is designed so that there is margin for this
extra variation, the resulting modulator will be stable. A
second-order modulator with the proposed two-step quan-
tization was simulated for input signal frequencies ranging from
2% of the Nyquist frequency up to 99%. The same simulation
was performed for a signal amplitude of 6 dB below the ref-
erence (Fig. 7, solid line) and with a signal amplitude equal to
the reference (dashed). No indication of instable operation due
to the third-order shaping for the coarse quantization error was
found, as can be noted from the reasonably flat SNR curves in
Fig. 7.

D. Matching

The fact that there are two different A/D conversions, which
are by nature nonprecise operations, gives rise to some error.
The simplest way to model this is to assume that the gain of the
fine quantization deviates from unity by a small gain error.
The coarse error transfer function is then given by

NTF (10)

The extra transmission zero in the coarse error transfer function
is shifted away from dc, limiting the attenuation at frequencies
below zero. If we require that the coarse error be suppressed
decibels below the fine quantization error, the maximum gain
error is then given by

dB (11)

For the case of 4 4-bit quantization and 3-dB margin, the
gain error must be less than 4.4%, which is not a very tough

Fig. 7. Simulated SNR as a function of signal frequency (solid�6 dBr input,
dashed 0 dBr input).

Fig. 8. The signal flow graph of the proposed architecture with a 4-tap coarse
error shaping finite impulse response.

requirement. Furthermore, if the zero is much below the signal
bandwidth, the fine quantization close to the upper edge of the
signal will dominate and small leakage of coarse quantization
error at lower frequencies is of no consequence. For the 4.4%
mismatch, the zero is at 0.0134, which corresponds to an
OSR of 75.

E. Higher Order Coarse Error Shaping

When a full conversion of a sample at the input of the internal
quantization has been performed, the information of the coarse
error can be used at a later time to further improve its shaping.
Using one extra sample, we get a three-tap finite impulse re-
sponse (FIR) filter, which increases the order of the coarse error
transfer function NTF by two instead of one. Although this
works beautifully at a transfer function level, the noise accumu-
lation due to 24-dB gain at the Nyquist frequency tends to sat-
urate the feedback loop, rendering it useless. This problem can
be solved by adding two taps to the coarse error-shaping FIR in-
stead of one (Fig. 8). Then two transmission zeros can be placed
at low frequencies to improve the SNR over the signal band and
one zero to the Nyquist frequency to prevent the out-of-band
quantization noise from saturating the loop.

The extra branches in the coarse error-shaping FIR can be
implemented entirely in the digital domain by storing output
words from ADC to a shift register and calculating weighted
sums, according to the FIR tap coefficients. This requires digital
multiplication operations, which increase the circuit complexity.
However, the multiplications are all fixed, so that canonic signed
digita arithmetics may be utilized to eliminate the need for real
digital multipliers.
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Fig. 9. The noise power density with 4-tap coarse error shaping FIR (1,�0.945,�0.945, 1). The solid line represents the coarse error transfer function.

The output spectrum of a modulator with 4 4-bit quan-
tization and a 4-tap coarse error shaping FIR is plotted in Fig. 9.
The integrated noise power is 75.8 dB below a6-dBr signal
for an oversampling ratio of 12. The benefit of a higher order
noise transfer function diminishes at low oversampling ratios
if all the zeros are placed at dc. Therefore, the low-frequency
zero pair is optimized so that the noise power density due to the
coarse error is more flat over the signal band. The notch pro-
duced by this zero pair is not visible as it is flooded with noise
from the fine quantization.

Unfortunately, the fine error transfer function NTF is also
changed, as it must share a part of the same FIR with the coarse
error. Let us rewrite the noise transfer function for a modu-
lator with a general coarse error-shaping FIR

(12)

In order to minimize the coarse error power , it is desir-
able to design to have large attenuation over the frequency
range of interest. Assuming that , it follows that the
fine error transfer function is not changed much and that it is ap-
proximately equal to (3). As an example, the numerator
of the fine error transfer function becomes

(13)

for the simulated four tap FIR with coefficients 1,0.945,
0.945, and 1. For an OSR of 12, the fine quantization error

power is increased by less than 0.2 dB, which can be considered
marginal.

III. CONCLUSIONS

The internal resolution of the modulators has been
limited by the exponential cost function associated with
the number of bits. The proposed architecture enables the
realization of moderate-resolution internal A/D converters,
with power consumption and area that would otherwise be
prohibitively high.

The one order higher shaping of the coarse quantization error
suppresses it significantly at low frequencies, but attention must
be paid to the partitioning of the bits between the coarse and
fine quantization and the oversampling ratio in order to prevent
the one order higher shaped coarse error from dominating the
dynamic range. The order of the coarse error shaping can be
further increased by using more taps in the coarse error-shaping
FIR. This extends the usefulness of the proposed technique to
low oversampling ratios.

The realization of the internal DAC has basically the same
problem of being exponentially more expensive as the number
of bits is increased. This problem still has to be addressed
somehow. However, most of the signal processing of DEM
algorithms is in the digital domain, and the analog unit elements
of the DAC are basically single components (capacitors or MOS
transistors), which makes them smaller than the comparators
in the ADC.
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