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• ideal for sensor networks
• Publish/subscribe/broker protocol
• leading open source protocol for M2M 
connectivity 

Opis

• Machine-to-machine (M2M) / IoT
connectivity
• Lightweight to be supported by the smallest 
measuring and monitoring devices
• Can transmit data over far reaching



Opis

• Invented and sponsored by IBM. Now open source.
• Facebook messenger uses MQTT to minimize battery use
• Many open source implementations and brokers are 
available
• Ideal for constrained networks
• Designed for low bandwidth, high latency, data limits, and • Designed for low bandwidth, high latency, data limits, and 
fragile connections
• Control packet headers are very small:

– Fixed header 2 bytes
– Variable header: packet identifier etc

• Payload of up to 256 MB allowed (but usually just a few 
bytes



)

Quality of Service (QoS)

• Determines how each MQTT message is
delivered
– QoS 0 (At most once) - where messages are delivered
according to the best efforts of the operaQng
environment. Message loss can occur.environment. Message loss can occur.
– QoS 1 (At least once) - where messages are assured
to arrive but duplicates can occur.
– QoS 2 (Exactly once) - where message are assured to
arrive exactly once.
• But “The higher the QoS, the lower the performance” so 
use the lowest you can



Protocol Architectures

• Request/Response - HTTP 
• Publish/Subscribe (event driven)  MQTT



Struktura sistema

Server + Client architecture
• Messages delivered asynchronously (“push”)
• Multiple clients connect to a broker
• Clients subscribe to topics they are interested



• A client can be a publisher, a subscriber or
both
• A topic is the mechanism by which clients
exchange messages
• A broker manages all topic queues

Delovi sistema

• A broker manages all topic queues
• A publisher sends messages to a broker
• A subscriber receives messages from the
broker



Publish Subscribe 

• Decouples publisher and subscriber 
• Space decoupling: Pub and Sub do not need to know 
each other (eg by ip address and port) 
• Time decoupling: Pub and Sub do not need to run at the 
same time •Synchronization decoupling: Operations on 
both components need not be halted during publishing or both components need not be halted during publishing or 
receiving 
• Enables one-to-one and one-to-many distribution 



Client abnormal disconnect notification

• Called the “Last will and testament” (LWT)

• LWT is a topic and message that is published automatically 
when the client unexpectedly disconnects

• Server side timer detects that the client has not
sent any message, or keep alive PINGREQ.

• So server can publish the client’s LWT

• Useful for applications that are monitoring client activity



Scalability

• Pub-sub - better than traditional client-server 
because broker operations can be parallelized 
and event-driven processingand event-driven processing

• For millions of connections need to use 
clustered broker nodes





Clients are simple to implement

•  MQTT is an open protocol

•  Libraries for many languages via Eclipse Paho

•  Implement needs CONNECT, PUBLISH, SUBSCRIBE and 
DISCONNECT packets DISCONNECT packets 

•  There are more control packets that can be (or are) implemented …













Subject-based Message filtering

• clients receive on the topics they are 
interested in; it gets all messages based on 
those topics; those topics; 
• Topics are part of the message; hierarchical 
structure of topics allows for filtering. 
• MQTT uses subject-based filtering



Topics

• MQTT messages are published on topics
• No need to configure – just publish
• Topics are organized as trees using “/ “character

– /# matches all sublevels– /# matches all sublevels
– /+ matches only one sublevel






